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Abstract
Policies that seek to mitigate poverty by acting on
equal opportunity have been found to aggravate dis-
crimination against the poor (aporophobia), since
individuals are made responsible for not progress-
ing in the social hierarchy. Only a minority of the
poor benefit from meritocracy in this era of grow-
ing inequality, generating resentment among those
who seek to escape their needy situations by trying
to climb up the ladder. Through the formulation
and development of an agent-based social simula-
tion, this study aims to analyse the role of norms
implementing equal opportunity and social solidar-
ity principles as enhancers or mitigators of aporo-
phobia, as well as the threshold of aporophobia that
would facilitate the success of poverty-reduction
policies. The ultimate goal of the social simula-
tion is to extract insights that could help inform
and guide a new generation of policy making for
poverty reduction by acting on the discrimination
against the poor, in line with the UN “Leave No
One Behind” principle. An “aporophobia-meter”
will be developed and guidelines will be drafted
based on both the simulation results and a review
of poverty reduction policies at regional levels.

1 Problem Statement
Traditional poverty reduction policies have proved ineffective
in the last decades. Despite the enormous efforts devoted to
the redistribution of wealth, 700 million people, or 10% of the
global population, still live in extreme poverty and evidence
suggests that global poverty could increase by as much as 8%
as a result of COVID-19 crisis, according to the United Na-
tions (UN). The principles of equal opportunity and solidarity
are key pillars of our welfare states and have been the main
political answer to reduce poverty in terms of distributive jus-
tice. However, the rhetoric of equal opportunity has also been
associated with the stigmatisation of the poor and the uned-
ucated, who are considered blameful for not climbing up the
social ladder [Sandel, 2020].

In an era of increasing inequality, the well-known “ele-
phant curve of global inequality 1980 - 2020” [Chancel and
Piketty, 2021] illustrates that the top 1% income distribution
captured 23% of total world growth vs 9% for the bottom
50%. Meanwhile, the poor are told that they have the oppor-
tunity to prosper if they study at a good university and work
hard [Mounk, 2017]. However, meritocracy has not worked
as expected. Only 7% of United States citizens from the 20%
lower rents reach the 20% top rents within their lifetimes
[Chetty et al., 2014]. Results are not better in many European
countries (Germany presents even lower social mobility than
the US [OECD, 2018]). The difference, however, is that Eu-
ropeans tend to underestimate social mobility whereas in the
US social mobility is overestimated [Alesina et al., 2018].

It needs to be clarified that, even if policy makers tried their
best to create an atmosphere close to perfect equal opportu-
nity, there is no such thing since, from the moment of birth,
individuals are exposed to different environments [Fishkin,
2014]. Furthermore, the rhetoric of equal opportunity con-
stitutes an obstacle to pass and implement policies aimed at
reducing poverty for the so-called “undeserving poor” [Ever-
att, 2008], forcing policy makers to determine which poor are
victim of the circumstances (“luck egalitarism”), and there-
fore deserving aid, and which are responsible for their poverty
[Anderson, 1999]. As an undesired effect, a social stigma as-
sociated with the poor, aporophobia [Cortina, 2017], is ag-
gravated by blame. This has important psychological con-
sequences for the well-being of people in need, who are
avoided, discriminated or even attacked as a result of this
socially-shared prejudice which leads to resentment, insecu-
rity and self-hate.

The study of discrimination against the poor and its ef-
fect on poverty reduction has not received the attention it
deserves in the literature. The Spanish philosopher Adela
Cortina coined the term aporophobia to describe the rejection
of the poor [Cortina, 2017], and the concept was included
in the Spanish legal framework as an aggravating factor for
hate crimes in 2021 [Boletı́n Oficial del Estado, 2021]. As
an example of the ubiquity of discrimination against the poor
that concerns the AI community, [Curto et al., 2022] con-
ducted a pioneer study informing about bias against the poor
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Figure 1: Collaboration proposal outline.

in Word2Vec and GloVe embeddings by using word vector
representations. However, studies are still required to pro-
vide evidence on whether aporophobia hinders the success of
policy reduction policies and can be considered an obstacle
for the achievement of the first UN Sustainable Development
Goal (SDG), poverty eradication.

Since testing the effectiveness of changes in policy and
the resulting outcomes in real-life scenarios is an unfeasi-
ble process with great social and ethical repercussions, so-
cial simulation models emerge as powerful tools that, if well-
formulated, can help assess the impact that new regulations
have on a community. A recent example on the use of agent-
based models to inform policy making concerns the COVID-
19 pandemic and the simulation of non-pharmaceutical inter-
ventions on the evolution of infections.

In this context, this multidisciplinary project aims to an-
swer the following question: (1) what is the impact of pre-
scriptive norms (aka policy measures) related to equal oppor-
tunity and fiscal solidarity on aporophobia at a macro level?;
and (2) to what extent does aporophobia at a micro level in-
fluence the effectiveness of poverty reduction policies?

We will study this problem in the context of parametric
norms, where solutions for optimal levels of equal oppor-
tunity and redistribution of resources can possibly be ob-
tained using search and optimisation techniques, such as
meta-heuristics. Previous work on agent-based modelling for
the evaluation and optimisation of normative systems of in-
come transfer (i.e. tax collecting and redistribution) exists in
the literature [Sallila, 2010]. However, it tackles poverty re-
duction from a merely resource redistribution perspective. As
detailed in our introduction, the resentment created by such
measures often leads to discrimination against the very peo-
ple whom these policies are supposed to help, unfortunately
rendering them ineffective.

The main innovation of our project, then, consists in the
introduction of aporophobia both as a macro indicator that
the norms in place ought to minimise, and as an individual
attitude towards the acceptance of such norms. Prior to that,
we will develop a conceptual framework and gather empirical
data on aporophobia, based on the state of the art studies on
prejudice, discrimination and bias [Pettigrew, 2021; Paolini
et al., 2021]. We expect that this work will be a key addition
to traditional poverty reduction models.

2 Societal Benefits and Target SDGs
Assessing the impact of aporophobia on poverty levels opens
a completely new path to tackle poverty reduction, from
the point of view of non-discrimination measures and pub-
lic awareness. Poverty could therefore be mitigated not only
by aiding the poor through redistributive justice, but also by
mitigating the existing discrimination.

Provided we succeed in modelling the relationship between
equal opportunity, aporophobia and poverty, social simulation
models will allow to investigate the role of discrimination in
poverty reduction. We will define guidelines and indicators to
mitigate poverty that will possibly include tackling aporopho-
bia, in the case that aporophobia is found to be a main barrier
towards poverty reduction. The resulting societal benefits can
be grouped into the following categories:

• Poverty reduction – number 1 SDG: We expect to pro-
vide evidence that aporophobia is a brake for poverty re-
duction policies. When the poor are considered respon-
sible for their fate, poverty reduction policies may be not
be well received by the public, compromising their ef-
fectiveness. The work developed in this project will seek
to quantify the effectiveness of poverty reduction poli-
cies as a function of the aporophobic levels of the popu-
lation and provide recommendations for policy-making
taking these results into account.

• Reduce resentment: An important characteristic of
poverty goes beyond the lack of material goods. As No-
bel Laureate Amartya Sen states, a person is not poor
when he or she can carry out a meaningful life with
dignity [Sen, 2004]. However, the rhetoric of equal
opportunity in a time of growing inequality can lead
to the frustration of some of the population in need
[Hochschild, 2018]. As a result of the guidelines and
indicators provided as outputs of this study, awareness
campaigns can be put in place to mitigate the social
stigma associated to the poor. This constitutes a new
paradigm on poverty reduction approaches, since the fo-
cus is not only on the poor, but also on the non-poor and
society in general.

• Enhanced sense of community: This study will pro-
vide the optimal equilibrium between norms implement-
ing equal opportunity and social solidarity. Having equal
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opportunity as the main answer to poverty creates a high
level of competition among citizens, [Mounk, 2017;
Sandel, 2020], enhanced by increasing inequality in the
era of globalisation [Osnos, 2014]. When other non-
competitive solutions are in place in terms of contribu-
tive justice, such as recognising the value of jobs in-
dependently of the salaries, individuals perceive social
recognition and part of a community [Smith and Der-
anty, 2011].

3 Goals and Methods
The goals that this collaboration aims to achieve involve
two distinct but complementary disciplines: the social sci-
ences (in particular philosophy, psychology and welfare eco-
nomics), and computer science and AI.

From the psychological and philosophical perspectives, it
is of utmost importance to, early on, establish a clear working
conceptual framework for aporophobia and its relationship to
other relevant concepts such as social values, norms and at-
titudes. To do so, a literature review of the state of the art
research on the specific topics of prejudice, discrimination,
stigma and bias will be conducted. Additionally, in order to
counteract the lack of specific psychological research on the
topic, the authors intend to design, conduct and analyse their
own aporophobia survey.

From a computational perspective, the main objective of
this collaboration is the formulation and implementation of an
agent-based simulation to study the interdependence between
social values, prescriptive norms and aporophobia. Such
a program could help us quantify the relationship between
these three components, in particular whether aporophobia
acts as an inhibitor of effective poverty reduction policy mak-
ing.

Methodologically, we intend to follow the framework orig-
inally presented by the authors in [Montes and Sierra, 2021;
Montes and Sierra, 2022] to develop such a social model.
In general terms, the method consists of the following steps.
First, the state features that are relevant in the domain where
the simulation is focused are to be defined. Provided that we
are interested in poverty from a multidimensional perspec-
tive, potential features will look not only for resource depri-
vation, but also health and education failures, among others.
These definitions will require a close collaboration between
the AI and the the social sciences team members.

Second, the prescriptive norms (aka the regulations) that
govern the society of agents have to be defined as well as the
optimisable parameters they are tied to, i.e. the normative
parameters. The union of all the normative parameters, to-
gether with their bounds and constraints, provides the space
where a search algorithm will look for the optimal levels. In
this project, we intend to focus on norms implementing social
solidarity and equal opportunity. Therefore, it will be neces-
sary to formulate how these norms operate and what is their
impact on the behaviour of the agents.

Third, the semantics of the values of interest have to be
defined. We understand values as abstract general concepts,
whose meaning is grounded in a particular context (a socio-
economic simulation in this case) by a particular goal or func-

tion. Values, hence, are operationalised through these goals
and functions, which serve to evaluate the states of the sys-
tem and the achieved outcomes. The semantics of such values
will provide us with the optimisation target as the alignment
of a candidate normative system with respect to the value of
interest. For this project, we are interested in values related
to the erradication of poverty and the reduction of aporopho-
bia. For example, a wide variety of indicators for economical
equality are available [Cowell, 2011], of which the authors
will need to discern and pick the most suitable ones or possi-
bly come up with their own indicators with a stronger focus
on discrimination.

Fourth and final, a suitable AI technique has to be cho-
sen, considering the scale and computational requirements
of the resulting social model, to automatically perform the
search over the space of normative parameters with the target
on aporophobia and poverty reduction. We will be looking
for the optimal levels of solidarity and equal opportunity that
would maximise the promotion of the values of focus, i.e.
“minimum poverty” and “maximum fairness” (understood as
an ideal desired value of non-discrimination against the poor).
In order to have a meaningful assessment of the effect of a
candidate normative system, a sampling technique over sev-
eral runs of the model, such as Monte Carlo sampling, is nec-
essary, regardless of the search algorithm of choice. In the
past, the authors have settled for a Genetic Algorithm (GA)
to conduct the search [Montes and Sierra, 2021]. Although
we do not discard, right off the bat, other optimisation tech-
niques, in particular meta-heuristics ones such as Simulated
Annealing, many of the reasons that made us settle for GAs in
our previous work are applicable in this project, namely their
versatility for optimisation over continuous, discrete and hy-
brid (both continuous and discrete variables) domains [Luke,
2013]. It is worth noting that GAs are also very suited for par-
allelisation, as the recombination of parent normative systems
for the creation of the new generation can be easily distributed
over several computing nodes. This is a clear point in favour
of sticking to this class of search algorithms, as we foresee
that the scale of a meaningful model, that is able to reflect
with some degree of fidelity real-life scenarios, will require
intensive computational resources.

Additionally, a major extension to the norm optimisation
framework in [Montes and Sierra, 2021] needs to be devel-
oped in order to account for the aporophobic attitudes of the
agents in the system. As a preliminary idea, we contemplate
modelling aporophobia at the micro level as an internal psy-
chological agent construct linked to the ranges of the norma-
tive parameters an individual is willing to accept. This, in
turn, conditions their willingness to abide by the established
norms. We would like to emphasise, however, that the com-
putational construct to introduce aporophobia into the model
will be reviewed and refined after the authors have finalised
the conceptual framework of aporophobia and obtained em-
pirical evidence of the nature of the phenomenon through sur-
veys. We expect that this prior revision will make the agent-
based model more sound and better grounded in the state of
the art of social psychology.

The final objective that the collaboration pursues is the clo-
sure of the feedback from the computational results to the so-
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cial sciences. The ultimate goal of the social simulation is to
extract insights that could help inform and guide a new gener-
ation of policies for poverty reduction. To achieve this goal,
a policy review of regional legislation (including a compar-
ative analysis of the Global North and the Global South) is
to be conducted. Comments, suggestions and guidelines will
be drafted based on the simulation results. If, hypothetically,
the simulation results conclude that no level of aporophobia
should be allowed in order for poverty-reduction measures to
be effective, recommendations would be made on targeting
the aporophobia levels of the population through communi-
cation campaigns. Other insights from the simulation results
would need to be translated back into the realm of the social
sciences in terms of other measures, possibly targeting the
adequate balance between social solidarity and equal oppor-
tunity.

As an final touch to the project, and with the intention to
reach as many policy makers and social science scholars as
possible, we will develop a graphical user interface (GUI) to
the social simulation or a lightweight version of it. With a
GUI, anyone could interactively switch parameter values or
define what values are they interested in promoting and exam-
ine the effect that those changes would have on a community
of agents. Such a step would make the technical aspects of
this research much more accessible to the people that should
extract insights and act upon it.

4 Challenges and Risks
We identify five main risks to be tackled during the execution
of the proposal, which we itemise alongside with their mit-
igating measures in Table 1. These can be categorised into
two classes. The first concerns the quality of the agent-based
model (rows one, two and three in Table 1). In order to ensure
that the formulated model is sound, unbiased and produces
relevant insights, it will be grounded on the state-of-the-art
on discrimination, poverty, equal opportunity and social sol-
idarity literature, as well as the incipient literature on aporo-
phobia [Curto et al., 2022]. In the context of this collabora-
tive project, the authors will also develop their own survey to
obtain empirical data on the levels of aporophobia in human
subjects. However, basing the agent-based model on data ex-
tracted from a small subset of the world population (namely
people from western countries or the Global North) would
render the model biased towards the necessities of these soci-
eties and the policy recommendation derived from the results
irrelevant to a wide range of audiences. To avoid this, the
model needs to be adaptable to local characteristics which,
in turn, will require conducting the survey on subjects from
many different backgrounds and developing the simulation in
a modular way.

Another challenging task related to the formulation of the
model is the definition of the semantics of values minimum
poverty and maximum fairness (non-aporophobia), which we
want to embed into the system. This is a very important point
since it defines the objectives that we would like to achieve
in the simulations and will direct the recommendations de-
rived from that. Relative and absolute concepts of poverty
will be used, in line with the state-of-the-art literature on hu-

man development, considering also the impact of inequality.
The analysis of poverty will be multidimensional and based
on a lack of basic capabilities, as described by Nobel Laure-
ate Amartya Sen, to avoid generating recommendations only
based on reaching above poverty threshold incomes, which
could have perverse effects.

The second category of risks to be tackled concerns the
availability of resources to carry out the project, which are
being mitigated as described in Table 1.

5 Evaluation Criteria
Once the agent-based model is implemented and the method-
ology is applied, a set of optimal norms will be obtained.
These norms will implement a poverty reduction policy strat-
egy and their effects will be quantified. In addition to these
results, the authors have also developed a set of evaluation
analytical tools to examine the resulting normative systems,
optimised for poverty reduction, in depth.

The first of these evaluation tools consists in conducting a
Shapley value analysis of the resulting optimal norms. This
approach is grounded on the very well established field of
co-operative game theory and considers that every individual
norm (aka social solidarity and equal opportunity) is a mem-
ber of a coalition, i.e. the normative system at large. Then,
it is possible to apply the definition of Shapley value, taking
as the worth of coalitions the alignment that these normative
systems are able to achieve with respect to poverty reduction
targets. Such a computation yields a quantitative evaluation
on the importance of every individual norm when it comes
to poverty reduction. This is a very informative metric that
helps discern the mechanisms by which the optimised nor-
mative systems are achieving their targets.

The second of these evaluation tools regards the compat-
ibility of poverty reduction with other values that policy-
makers and scholars might deem relevant, such as social mo-
bility. In our previous research, we have encountered that
normative systems that are highly optimised for some values
can be very oblivious for others [Montes and Sierra, 2022].
Additionally, if the users of the model deem it interesting,
it is also possible to perform optimisation searches with the
target being not a particular value such as poverty reduction,
but the compatibility degree among several values. This type
of search will produce the normative system that is the best
compromise for a set of different values.

However, this computational evaluation is not the whole
story, as we will need to check if humans accept the norms
that have been obtained, no matter what are their initial levels
of aporophobia and whether, after analysing them, their levels
of aporophobia get reduced. In order to perform this evalua-
tion, surveys will be constructed to measure and follow up on
the levels of aporophobia, before and after exposing the sub-
jects to the reading and analysis of the norms. A well-known
problem of questionnaires that seek to measure ethical top-
ics in the population is bias, since individuals do not tend to
be completely honest. This will been taken into account in
the questionnaire design according to the state-of-the-art on
survey design on moral topics. [Greenwald et al., 2009]. It
is imaginable that if the results leave room for improvement,
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Risk description Mitigating actions
Ungrounded social model The model will be based on the state-of-the-art on discrimination and poverty, as well as

empirical data on aporophobia obtained from the the author’s own survey. In addition, the
model will be based on a methodology that has been proven successful in the past [Montes
and Sierra, 2021; Montes and Sierra, 2022].

Biased social model The survey to obtain data will be used at a global level and, when used regionally, the re-
sulting recommendations will be tailor-made by adapting the model to local characteristics.
Demographic data will be collected through the survey to ensure the representativity of in-
come levels, education and professional backgrounds. Especial attention will be paid to the
representation of historically discriminated groups.

Irrelevant results A review of the poverty reduction policy framework at a regional and global level (including
the Global North and the Global South) will be performed so that the guidelines resulting
from the project provide added value to international and regional NGOs and government
officials.

Lack of financial resources The two direct costs of the project are human resources and computational equipment. These
are available to the existing team since this project has been incorporated as an internal ob-
jective. Additionally, the team has applied to obtain funding through the call of Fundació La
Caixa for Innovative Projects in the field of social sciences.

Lack of computating power The IIIA team has the support of an HPC service and access to the Ars Magna cluster. In order
to leverage these computational resources, a search strategy amenable to parallelisation, such
as the Genetic Algorithms discussed in Section 3, will be implemented.

Table 1: Potential risks that will encountered during the execution of the process and the corresponding mitigating actions.

further iterations of modelling, optimisation and evaluation
would be run.

6 Collaboration Mechanisms, Timeline and
Outputs

This proposal is markedly multidisciplinary and has a global
perspective. The know-how of a diversity of disciplines and
AI techniques is leveraged to analyse and propose a new ap-
proach to poverty reduction, feasible through computational
simulation and resulting into recommendations for poverty
reduction policies both at a regional and international levels.
Nevertheless, in order to achieve this goal, it is essential to de-
fine an accurate conceptual framework and obtain the appro-
priate inputs to feed the simulation. The international team
presenting the project idea is composed of social science spe-
cialists in the topic (welfare economics and aporophobia) as
well as AI researchers (multi-agent systems, norms, meta-
heuristic optimisations) and welcomes inputs and participa-
tion from scholars in the areas of psychology, development
economics, law, multiagent systems and optimisation tech-
niques, who can surely provide valuable inputs.

The project will last for one calendar year and can divided
into three main tasks: (1) formulation of a conceptual frame-
work for aporophobia; (2) development of the social simula-
tion model; and (3) obtaining results and extracting insights
from it. Naturally, the tasks will be lead by the team mem-
bers with more expertise, with the participation of researchers
from a different background, (e.g. the AI team members will
be in charge of leading the development of the social simula-
tion model). In order to coordinate all the participants and
achieve a cohesive understanding of the concepts that this
project revolves around (namely, aporophobia, prescriptive
norms and values), we intend to hold regular online meet-

ings and cross-readings, where concepts should be clarified,
progress reports will be presented and next steps forward will
be discussed.

Besides these routine meetings and ongoing team work, we
foresee three specially important meetings. The first one is
the kick-off meeting, which has the objective to assign the
first tasks, deliverables and define calendar deadlines. A sec-
ond important meeting must also happen once the social sci-
ence team members can provide a first draft of the conceptual
framework on aporophobia. Both teams will discuss the pro-
posal in order to define how to introduce it as modular com-
ponents of the social simulation. The third important meet-
ing will happen once the results from the social simulation
are available. Both teams will comment on the results in or-
der to extract insights, the potential need for iterations (that
might imply modifications in the conceptual model) and draft
policy-making recommendations.

Regarding scientific production, we expect the following
outputs from the project:

1. A first scholar paper will detail the conceptual frame-
work of the project (i.e. how the economic, psycho-
logical and ethical aspects of aporophobia relate to the
norms and values to be used within the social simu-
lation). This paper will also include empirical results
on aporophobia levels measured on individuals obtained
from the foreseen survey. The raw data from the results
of such survey will be made publicly available, conve-
niently anonymised, through a dataset platform.

2. A conference paper, preferably for IJCAI-ECAI 2023 or
2024, containing the framework for the synthesis of nor-
mative systems, with an extension to incorporate aporo-
phobia both at a macro and a micro levels, the results
and the analysis of the simulation output. Of course,
all the code developed during this stage will be properly
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documented and made available in open source for other
researchers and anyone in the general public to examine.

3. A policy guidelines document, informed by the results of
the social simulation, to guide on new paths for poverty
reduction policies based on the mitigation of aporopho-
bia. Although we do not rule out the possibility of jour-
nal submission, we intend to keep all versions of this
document open and accessible to anyone.

4. If possible, according to time and financial constraints,
a graphical user interface with an interactive version of
our social simulation model. A public repository with
installation and running instructions will be made avail-
able on platforms such as GitHub and AI4EU.

7 Long-term Impact on the SDGs

This project aims at opening a completely new path to
tackle poverty reduction at a macro-global, meso-national
and micro-individual levels, which is UN’s #1 SDG (poverty
eradication) and is clearly related to the other 16 SDGs, due
to the multidimensional nature of poverty, and in particular to
#2 SDG (zero hunger), #8 SDG (decent work and economic
growth) and #10 SDG (reduced inequalities). The proposed
work is disruptive by informing about the optimal levels of
norms related to “equal opportunity” and “social solidarity”
to attain the values of “minimum poverty” and “maximum
fairness” (non-aporophobia), while at the same time con-
sidering discrimination factors. The project is also ground-
breaking since it allows to explore alternative approaches to
poverty reduction within an original AI simulation context,
based on existing data and providing recommendations that
aim to be potentially applied on a real-life scenarios, both re-
gionally and globally.

It has been suggested that the discrimination against the
poor (aporophobia) could have an impact on poverty at dif-
ferent levels. From a macro-international perspective, the de-
veloping countries are considered responsible for their fate,
instead of working towards a global equilibrium in areas such
as international commerce, cooperation among countries and
financial markets. At a meso-national level, aporophobia hin-
ders the effective implementation of poverty reduction mea-
sures. Finally, at a micro-personal level, the self-depreciation
of the poor is an additional obstacle to improve their eco-
nomic situation.

By providing evidence that aporophobia constitutes an ob-
stacle for poverty reduction, the study opens the opportunity
to a completely new set of measures to reduce poverty, acting
on the socially shared prejudices towards the poor. The focus
of the problem (and the solution) would be not only on the
poor, but also on the non-poor and the society as a whole.

The “aporophobia-meter” will allow to measure and follow
up the evolution of aporophobia, enabling policy makers to
relate it with poverty levels throughout time. A long-term
goal of the study is to encourage a virtuous circle where less
discrimination against the poor lead to a higher effectiveness
of poverty reduction policies at global and regional levels.

Ethical Statement
The project will comply with the Trustworthy AI principles
described in the Ethics Guidelines for Trustworthy AI [HLE-
GAI, 2019], the White Paper on AI [European Commission,
2020] and the proposed EU Artificial Intelligence Act [Euro-
pean Union, 2021].

The project proposal has been submitted to the Research
Ethics Committee (REC) of the Universitat Autònoma de
Barcelona (UAB) and the Ramon Llull University, following
an Ethics Assessment. The main ethics question is in relation
to Personal Data. This project will adhere to the EU General
Data Protection Regulation (GDPR) and the Spanish Organic
Law 3/2018 of 5 December 2018 on Personal Data Protection
and guarantee of digital rights. While the data that can be
gathered from surveys can contain demographic information,
the results and conclusions will be redacted in an anonymous
manner. Every step will be taken to ensure that the results do
not negatively affect any particular person or entity.
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