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ABSTRACT: The oft-cited privacy paradox is the perceived disconnect between individuals’ stated privacy expectations, as captured in surveys, and consumer market behavior in going online: individuals purport to value privacy yet still disclose information to firms. The goal of this paper is to empirically examine the conceptualization of privacy postdisclosure assumed in the privacy paradox. Contrary to the privacy paradox, the results here suggest consumers retain strong privacy expectations even after disclosing information. Privacy violations are valued akin to security violations in creating distrust in firms and in consumer (un)willingness to engage with firms. This paper broadens the scope of corporate responsibility to suggest firms have a positive obligation to identify reasonable expectations of privacy of consumers. In addition, research perpetuating the privacy paradox, through the mistaken framing of disclosure as proof of anti-privacy behavior, gives license to firms to act contrary to the interests of consumers.
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Current online marketing techniques utilize a robust picture of the consumer, and an information ecosystem comprised of data aggregators, data brokers, trackers, websites, and ad networks collects and stores online consumer information to facilitate targeted marketing. Yet, tactics integral to online marketing, such as consumer tracking and data aggregation, are found to be consumer concerns by popular and academic surveys (Leon et al. 2015; Martin 2015; Martin and Shilton 2016; Turow, King, Hoofnagle, Bleakley, and Hennessy 2009; Ur, Leon, Cranor, Shay, and Wang 2012).

This tension—between consumers’ stated privacy preferences, as measured in surveys, and their actual behavior, as measured by consumers’ continued online activity—is referred to as the privacy paradox by academics and practitioners. Research on the privacy paradox explains that consumers may judge privacy as important in surveys but (paradoxically) continue to engage with websites and disclose information (Kokolakis 2017; Norberg, Horne, and Horne 2007; Strahilevitz and Kugler 2016). As noted by

---

1 As noted by marketing professor Catherine Tucker, “The unusual feature of online advertising markets is that they are characterized by a tension between the desire of a firm to be informative to the right set of consumers, and consumers’ apparent distaste for how firms use data” (Tucker 2012).
Kokolakis, continued proof of the privacy paradox in research encourages firms to increase the collection and use of personal information (2017). Consumer-facing firms, marketers, and advertising advocacy groups use the privacy paradox to justify their current data practices, while also reporting data that shows that consumers overwhelmingly find such practices problematic and creepy (Guest Author 2018; Lacy 2018).²

The privacy paradox is important for business ethics because the narrative of the privacy paradox defines the scope of corporate responsibility as quite narrow: firms have little to no responsibility to identify or respect privacy expectations, if consumers are framed as relinquishing privacy while online. While researchers continue to identify and explain conditions for the privacy paradox, a growing number of privacy scholars suggest that consumer behavior is not a reliable indicator of their privacy interests. In fact, the term ‘paradox’ is defined as “seemingly absurd or self-contradicting statement or proposition that, when investigated or explained, may prove to be well founded or true.”³ Framed in this manner, the oft-cited privacy paradox requires additional empirical testing, since current market behavior may not capture consumers’ approval of the fact that a firm conforms to ethical norms.

The privacy paradox persists in the face of critiques because the concept relies upon a particular theoretical conception of privacy and type of privacy right. Where others have demonstrated problems with both surveys to measure privacy expectations, as well as problems with consumers’ market decisions, here I examine the theoretical conceptualization of privacy and the type of privacy right assumed in the privacy paradox. The goal of this paper is to test the privacy paradox by empirically examining privacy expectations postdisclosure and measuring consumer valuation of privacy violations. As I explain, for the privacy paradox to persist, one of two assumptions is necessary: (a) that when consumers disclose information and engage with firms, they also relinquish privacy expectations, or (b) that privacy is a preference that is easily negotiated away in the market. Philosophers and legal scholars, on the other hand, argue that reasonable privacy expectations exist postdisclosure and that privacy is a right similar to a core value to be respected at all times. Through a series of four factorial vignette surveys, the importance of consumer privacy norms is compared to both the benefits of sharing information and clear violations, such as security breaches. A trust game experiment then quantifies the impact that violating privacy norms has on consumers’ willingness to engage with a market actor. In doing so, this study measures the scope and valuation of privacy using both a survey technique designed to combat respondent bias, as well as actual behavior in an experiment when market actors are fully informed and given a choice.

If, as shown here, disclosure is not a meaningful point at which privacy is compromised, then (1) consumers are not acting paradoxically when going online,

---
² As reported by marketing and advertising firms, a report by Gartner asked respondents how consumers felt about “online ads that use details about what I have done” and found that 73 percent of consumer responses were negative (49 percent used a version of creepy), whereas respondents who were marketers insisted that consumers found the same practice “valuable” when engaging online (Dodd 2016), as well as specific firms such as Facebook—“How Facebook uses the privacy paradox to keep users sharing” (Glance 2018).
and (2) firms have a very different type of obligation to understand and respect the privacy of consumers. Where firms currently are framed as having, at most, a duty to not interfere with consumers choosing to relinquish privacy, this paper broadens the scope of corporate responsibility to suggest firms may have a positive obligation to identify reasonable expectations of privacy of individuals. Finally, the results impact how privacy is conceptualized and empirically examined in business ethics; research perpetuating the privacy paradox through the mistaken framing of disclosure as proof of anti-privacy behavior is harmful as it gives license to firms to act contrary to the interests of consumers.

**PRIVACY PARADOX**

The privacy paradox, as a concept, attempts to reconcile consumer behavior with privacy concerns as measured in surveys. Despite critiques of the operationalization of the privacy paradox in empirical work, the privacy paradox persists as an explanation for consumer behavior in research, with implications for the role of firms in respecting privacy (Chamorro-Premuzic and Nahai 2017; Kokolakis 2017). Research seeking to validate the privacy paradox first captures a general privacy concern or expectation in a survey and then compares the stated preference with self-reported disclosure of information or actual disclosure to a researcher (Dienlin and Trepte 2015). Importantly, the researchers equate the disclosure of information to “privacy compromising behavior” (Barth and de Jong 2017) in validating the privacy paradox. Alternatively, researchers questioning the privacy paradox demonstrate problems with both surveys to measure privacy expectations, as well as problems with consumers’ market decisions as revealing preferences. Scholarship supporting and undermining the privacy paradox is summarized in Table 1.

However, for the privacy paradox to persist as a valid concept to consider, consumers must be able to act ‘paradoxically’ in regards to privacy expectations online. In other words, the paradox is important to examine and theorize about, if, and only if, consumers are possibly acting in an anti-privacy manner when sharing the information. Framing the handoff of information as dispositive of relinquishing privacy is critical to the possibility of the privacy paradox—otherwise there is no paradox or incongruent behavior to explain.

For disclosing information to firms or just going online to be considered privacy-compromising behavior, we must assume either that (1) individuals relinquish privacy when online and have no expectations of privacy (a strong privacy paradox) or

---

4 Most scholars reference work from mid-2000s as that is when scholars began using the privacy paradox (Barnes 2006; Norberg, Horne, and Horne 2007). Etzioni used the phrase earlier in 1999, but in reference to the paradox that privacy-minded individuals would have to rely on Big Brother (government), whom they normally loathe, in order to keep Big Bucks (firms) in check in regards to protecting privacy (Etzioni 1999).

5 First, measurements of privacy concerns and privacy expectations are seen as grossly simplified, and consumers have nuanced expectations about who has access to and use of their data—even data deemed sensitive (Martin and Nissenbaum 2017a). Second, actual online behavior may be a poor proxy for consumer privacy expectations.
individuals ‘trade’ privacy interests in return for something (a weak privacy paradox). I explain the strong and weak versions of the privacy paradox and associated hypotheses below. I also explain that how we frame and acknowledge the importance of respecting privacy expectations has implications for not only the role of firms in respecting privacy, but also the type of duty firms have to respect privacy.

**The No-Privacy-Exists Argument (Strong Privacy Paradox)**

The strongest version of the privacy paradox, whereby consumers have no privacy expectations online regardless of their claims in surveys, assumes that disclosing information by visiting a website or using an application connotes relinquishing privacy expectations. This approach is exemplified when disclosure is considered “privacy compromising behavior” (Barth and de Jong 2017), or anti-privacy behavior (Baruh, Secinti, and Cemalcilar 2017). Being visible, or making information accessible, flips a switch where, as Nissenbaum nicely summarizes, we (mistakenly) argue ‘anything goes’ (2010).

---

**Table 1: Examples of Research on the Privacy Paradox**

<table>
<thead>
<tr>
<th>Scholarship Validating the Privacy Paradox</th>
<th>Scholarship Undercutting the Privacy Paradox</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Surveys as Adequately Measuring Privacy Preferences</strong></td>
<td></td>
</tr>
<tr>
<td>Privacy concerns do not predict social network use, since respondents’ stated privacy concerns in a survey, but still reported use of social networks when asked (Baruh, Secinti, and Cemalcilar 2017).</td>
<td>Surveys with broad questions about privacy concerns or valuations of privacy do not capture individuals’ privacy judgements about specific sharing and use of information (Martin and Nissenbaum 2017a).</td>
</tr>
<tr>
<td><strong>Disclosure as a Proxy for Privacy Expectations Being Met</strong></td>
<td></td>
</tr>
<tr>
<td>Consumers do not uphold their stated concerns when going online (Kokolakis 2017; Norberg, Horne, and Horne 2007; Strahilevitz and Kugler 2016; Young and Quan-Haase 2013).</td>
<td>Cognitive biases explain how consumers make myopic or narrow decisions when they discount privacy harms (Acquisti, Brandimarte, and Loewenstein 2015).</td>
</tr>
</tbody>
</table>

Scholars examine the mechanisms, such as theory of planned behavior (TPB) (Dienlin and Trepte 2015) and communication privacy management (CPM) (Baruh, Secinti, and Cemalcilar 2017), to explain consumers’ paradoxical behavior.

Consumers employ nuanced protection schemes when online (Hargittai 2010; Tufekci 2008; Young and Quan-Haase 2013). Information asymmetries impede consumers’ ability to make informed decisions while online (Acquisti, Brandimarte, and Loewenstein 2015). Consumers have difficulty identifying the actual practices of firms (Englehardt and Narayanan 2016). Consumers project their privacy expectations onto ambiguous privacy notices, suggesting consumers believe privacy is respected when engaging online (Martin 2015).
Breaking the Privacy Paradox

This strong version of the privacy paradox relies upon a particular definition of privacy. While scholars agree that privacy, in general, is important to develop, as individuals, in order to have a sense of autonomy, foster relationships and intimacy, and support society (Allen 1988; Cohen 2012; Inness 1996; Nissenbaum 2010; Regan 1995), we do not agree on, what Schoeman calls, the substantive argument about privacy or what it means when we say ‘privacy’ (Schoeman 1984).

Two definitions of privacy support the view that disclosure, or going in public, connotes relinquishing privacy. Both privacy as that-which-is-inaccessible (Allen 1988; Parent 1983; Warren and Brandeis 1890) and privacy as that-which-is-controlled (Milne and Culnan 2004; Moore 2010; Ruedy et al. 2013; Sheehan and Hoy 2000; Westin 2003) support disclosure as the critical point where privacy is compromised. For privacy as that-which-is-inaccessible, individuals are in a private state when they are separated or inaccessible to others. Pure privacy is a state of isolation; walking in public and going online makes one accessible and, therefore, not private. For the control version of privacy, whereby an individual has privacy if they have control over themselves and their information, going online (or in public) relinquishes the degree of control one has over information about themselves and, therefore, constitutes privacy-compromising behavior. In both existing conceptualizations of privacy, disclosing information is equivalent to privacy-compromising behavior due to making information accessible or due to consumers relinquishing control (Gabisch and Milne 2014; Milne and Gordon 1993). When online, the use of information by third parties after disclosure—e.g., selling information to a data aggregator, using information to sell consumers insurance, storing information for later use—would not be a concern for consumers according to this strong version of the privacy paradox, as they are assumed to have relinquished privacy expectations when going online. This assumption concerns the very definition of what it means to respect privacy and constitutes the strongest form of the privacy paradox: consumers, who may claim to have privacy expectations and concerns in surveys, yet continue to transact with firms online, are hypocritical. No privacy expectations exist postdisclosure.

Argument #1: Individuals have no reasonable expectations of privacy after disclosing information. Therefore, engagement online means, by definition, that consumers relinquish their privacy expectations.

Within the strong version of the privacy paradox, firms have no responsibility to understand let alone meet consumer privacy expectations any more than firms could decide to understand and meet consumer preferences as to what bottled water is offered to employees or the color of the paint on their walls. If consumers have no legitimate privacy interests once information is disclosed to a firm, then firms are given license to share, aggregate, and use the information they collect. Any actions of the website—to whom the consumer disclosed information—would be within the norms of the consumer-firm relationship, and selling information to third parties for any use would be expected.

Importantly, actions that conform to the norms of the relationship and expectations of the firm build trust, and actions that violate norms and unmet expectations
detract from trust, since these norms form the guidelines of appropriate behavior within the relationship (Cropanzano and Mitchell 2005). If the consumer-facing firm behaves within the norms and expectations of the relationship—and meets their obligations—then we would expect either a positive impact on trust or, at least, a non-negative impact on trust. Privacy expectations are no different; privacy expectations are critical to a relational exchange online, where norms and trust are central and consumers are vulnerable (Vargo and Lusch 2004; Sirdeshmukh, Singh, and Sabol 2002). Therefore, individuals will judge sharing with third parties and using data outside the immediate context to be within the expectations of the relationship: the consumer-facing firms would have met their obligations and the actions would not be a breach of trust.

\[ H1a: \text{The use of consumers’ online information postdisclosure by third-party marketers will not negatively impact consumer trust in the website.} \]

Alternatively, context-dependent approaches to privacy, such as privacy as contextual integrity (Nissenbaum 2010) and privacy as a social contract (Martin 2016), suggest individuals have expectations about the type of information that is accessed by an actor and subsequently used and shared with a given community; whether an information flow is appropriate or not depends on the agreed upon norms of the community. Privacy violations, therefore, are the breaches of these norms—when the type of information is given to the wrong person or used in an inappropriate way (Martin 2016). For example, health information shared with an insurance company is expected to be used to determine prescription coverage, but not to be later used by a bank to determine financial stability.

Importantly, context-dependent approaches place no special focus on mere disclosure as suggestive of less privacy. Individuals retain reasonable expectations of privacy at work, in public, when online, when at school, when attending a rally (Martin and Nissenbaum 2017b; Nissenbaum 1998). The appropriate norms of information flow would apply regardless of who has access or where the information is shared. For example, information shared with a retailer falls under a set of rules about who can receive that information and how it can be used: selling shopping information to a university for admissions decisions would be inappropriate and a privacy violation. Similarly, using voting records for an employment or education decision is considered inappropriate and a privacy violation—even if the voting information is available via public records (Martin and Nissenbaum 2017b). How websites gather, store, share, and then use information online is subject to privacy norms; consumers have privacy concerns and perceive there to be violations of privacy when information is shared, stored, or used in a manner deemed inappropriate for that particular context.

Previous work has identified secondary uses of information by third parties as a privacy concern among consumers (Belanger et al. 2002b; Flavián and Guinalíu 2006; Martin, Borah, and Palmatier 2016; Stewart 2016), including specific third party use of information for data brokers and marketing (Martin 2014; Madden 2014; Rainie et al. 2013; Turow, Hennessy, and Draper 2015). Therefore, where the dominant approach to online privacy norms relies upon consumers relinquishing privacy expectations upon disclosure, privacy as context-dependent norms suggests
that consumers will judge sharing data with third parties and using it outside the immediate context to be a violation of the privacy norms of the consumer exchange relationship and a breach of trust.

\textit{H1b: Alternatively (and undercutting Argument \#1), the use of online information post-disclosure by third parties negatively impacts consumer trust in the website.}

The Privacy-Can-Be-Traded Argument (Weak Privacy Paradox)

A weaker version of the privacy paradox suggests that consumers may retain reasonable privacy expectations after disclosure, yet demonstrate their willingness to ‘trade’ the risk of a privacy violation for the many benefits of sharing information online. According to this view, consumers regularly exchange their privacy preferences for the benefits of discounts, better service, or social affiliation (Hui, Teo, and Lee 2007; Schumann, von Wangenheim, and Groene 2014; Xu, Zhang, et al. 2009). This exchange approach to privacy frames consumers as taking into consideration the risks and benefits of disclosing information when assessing privacy concerns and expectations (Culnan and Bies 2003; Dinev and Hart 2006; Hui, Teo, and Lee 2007; Xu, Teo, et al. 2009). And the justifications for relinquishing privacy interests are diverse: consumers are willing to disclose information for personalization (Xu, Teo, et al. 2009), as well as free services and useful ads (Banerjee and Dholakia 2008).

While consumers may express concerns about marketing online or even find pervasive tracking as a violation of the privacy norms, as hypothesized in H1b, a weaker privacy paradox suggests that privacy norms may be important, but need to be put into the perspective of the possible benefits of being online. Uses of information deemed privacy violations in consumer surveys may be better judged after taking into consideration the benefits of sharing information online. According to the weaker privacy paradox, consumers retain privacy interests after disclosing information, but those interests are easily traded in the market (Barth and de Jong 2017). Privacy is closer to a preference; consumers are regularly unconcerned about respecting privacy interests online and trade privacy within their market utility function. Consumers are considered unconcerned or pragmatic in their willingness to exchange privacy for benefits (Westin 2001).

With the weaker version of the privacy paradox, firms’ obligations in regards to privacy center on a duty to not interfere with the rights of consumers to choose as market actors. In considering duties for firms or individuals, obligations can be positive where an individual has an affirmative duty to protect the rights of others. For a firm, this could include a positive duty to ensure employees are not harmed. However, negative duties are when a firm has a lower obligation to not get in the way of an individual exercising their rights (Shue 1996). A negative duty could include not deceiving employees in regards to pay. Here, firms would have a negative obligation to not interfere with consumers seeking to bargain in the market.

According to the weak version of the privacy paradox, privacy is assumed to be valued as a utility function in the market, with firms having an obligation to not interfere within the market for privacy preferences. Firms may have a negative duty to not hinder consumers’ ability to trade away their privacy preferences and choose...
corresponding market transactions. Firms can do with the information what they want as long as the information was not gathered with deception or fraud. When consumers go online, their privacy concerns are assumed to be overwhelmed by the benefits of targeted advertising and using a particular website (e.g., the quality of the news, the pleasure of watching videos, etc.).

This assumption concerns the value consumers place on privacy and constitutes the weaker form of the privacy paradox: consumers, who may claim to have privacy expectations and concerns in surveys, yet continue to transact with firms online, are easily bought.

Argument #2: Privacy is a preference; individuals exchange privacy for benefits online; violations are worth the many benefits of sharing information.

H2: Consumers perceive the benefits of sharing information to outweigh any perceived harms and risks from privacy violations through the secondary use of information.

Privacy-As-Core-Value Argument (No Paradox)

Alternatively, and undercutting the idea of a privacy paradox, consumers may be consistent in stating privacy concerns and expectations in surveys, while also retaining those concerns and expectations after engaging with a website. In going online, consumers expect firms to respect the privacy norms as to who has access to what information and how that information is used. Scholars who make normative claims about privacy have been arguing for privacy as a core value, which is necessary for individual autonomy and development, to foster intimacy and relationships, and for societies to flourish (Cohen 2012; Nissenbaum 2010; Regan 1995). Core values are not considered negotiable and are positive goals we seek to attain and require in our communities (Donaldson 2003; Donaldson and Walsh 2015).

Importantly for business ethics, if consumers have a privacy right akin to a core value, then firms would have a positive obligation to identify and respect the privacy expectations of consumers around the information they gather, or allow to be gathered, due to their relationship with the consumer (Arnold 2010; Donaldson and Dunfee 1994; Shue 1996).

One core value where firms have a positive duty to protect consumers is in the area of security. In general, security is part of the United Nations Declaration of Human Rights, in that individuals have a right to protection from arbitrary interference with one’s communications. More recently, the UN Commission on Human Rights focused on the protection of individuals from intrusions in a digital life. Consumer concerns about the security of their data has only solidified in recent years after well-known cyber attacks on specific firms, such as Target, the New York Times, and even the Office of Personnel Management (OPM). Firms’ consumer information security practices are increasingly the subject of government scrutiny through the Federal Trade Commission (FTC), as well as through regulations of specific industries, such as with the Financial Industry Regulatory Authority (FINRA) or the Health Insurance Portability and Accountability Act (HIPPA). The Securities and Exchanges Commission (SEC) has elevated the issue of cybersecurity to the
level of the board of directors of public companies to help maintain the integrity of these markets (Aguilar 2014).

Just as beneficial uses of information help put into perspective the importance to consumers of privacy norms in H2 above, comparing the importance of violating privacy norms to clear violations of an important value—such as a security violation—can place a lower bond on the relative valuation of privacy norms. Where privacy violations are actions firms take that treat information inappropriately, security violations are outsiders (e.g., hackers or governments) who cause harm by damaging a system or accessing, disclosing, and misusing consumer data (Belanger, Hiller, and Smith 2002; Flavián and Guinalíu 2006; Miyazaki and Fernandez 2000).

While surveys have shown a relationship between consumer concerns about security and privacy (Pew Research Center 2014), the risks to the consumer as evidenced by regulators’ attention and standards of practice should be substantially greater for security violations as compared to privacy norm violations. Therefore, security violations would constitute a lower bound on violations of the norms of the consumer-firm relationship as we would expect; when directly asked, consumers judge security violations to be well outside the norms of the relationship.

**Argument #3: Privacy is a core value to be respected.**

*H3. Privacy violations will have a negative impact on consumer trust in the website similar to violations of established core values, such as security.*

**OVERVIEW OF STUDIES**

The goal of this paper is to test the privacy paradox and empirically examine the theoretical conception of privacy assumed in the privacy paradox. The hypotheses above examine the scope and relative importance of violating consumer privacy norms related to the use of disclosed information. To this end, a factorial vignette survey methodology was used to test the scope and relative importance of violating consumer privacy norms online. Factorial vignette survey methodology was designed to investigate human judgments using highly contextual vignettes (Jasso 2006; Rossi and Nock 1982). In a factorial vignette survey, a series of vignettes is generated for each respondent, comprised of a general framework, with specific vignette factors systematically varied within each scenario. The vignette factors, which are the independent variables for the study, are controlled by the researcher and randomly selected. Respondents are asked to evaluate each hypothetical situation with a single rating task (Jasso 2006).

The vignettes allow the respondent to see realistic scenarios and judge the degree of trust or distrust in the website. The methodology is designed to avoid respondent bias whereby respondents attempt to answer surveys in a manner that is socially desirable. By changing the factors randomly through replacement, respondents see a new combination of vignette factors each time. Later analysis allows the researcher

---

6 Consumers may not realize how intertwined trackers and targeted ads are with security concerns: ad networks have been used to install ransomware on consumers’ computers by hackers (Trimm 2016).
to identify the relative importance of each factor and level in order to move the rating task. Importantly, the factorial vignette methodology enables researchers to simultaneously examine multiple factors—e.g., the benefits and possible harms of the use of information or privacy versus security violations as hypothesized above—using vignettes that are systematically varied (Ganong and Coleman 2006).

**Factorial Vignette Survey Design**

Respondents were assigned one of four surveys and prompted to rate the degree to which they trusted a series of forty hypothetical websites. Common to all survey vignettes was a general overview about the type of information tracked by the website to include respondent location, demographic, history of websites they visited, and information only voluntarily provided. In addition, the website’s purpose—such as banking, photo sharing, search, travel—and the duration of time the information was stored varied randomly across the vignettes. This provided a realistic common backdrop for all four factorial vignette surveys according to context-dependent approaches to privacy. See Table 3 for vignette factors. Table 4 includes the sample vignettes across survey runs where the secondary use of information and security violation are added to a base vignette, which is about beneficial uses of information. The levels for each factor were dynamically assigned as the respondent was shown the vignette to rate.
Table 3: Factorial Vignette Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Levels</th>
<th>Operationalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Use</td>
<td>TailorUse</td>
<td>Tailor services for you</td>
</tr>
<tr>
<td></td>
<td>DiscountUse</td>
<td>Offer you discounts</td>
</tr>
<tr>
<td></td>
<td>ImproveUse</td>
<td>Provide a faster and more user-friendly website</td>
</tr>
<tr>
<td></td>
<td>AdUse</td>
<td>Place advertising targeted to you</td>
</tr>
<tr>
<td>Secondary Use</td>
<td>Friend2ndUse</td>
<td>The site sends advertising to friends and contacts</td>
</tr>
<tr>
<td></td>
<td>Sell2ndUse</td>
<td>The site sells to a tracking company who combines the data with your other activities</td>
</tr>
<tr>
<td></td>
<td>Research2ndUse</td>
<td>The site may conduct research experiments using you and other users</td>
</tr>
<tr>
<td></td>
<td>Internal2ndUse</td>
<td>The site removes your name from the data and uses the data to improve their service</td>
</tr>
<tr>
<td></td>
<td>Null2ndUse</td>
<td>Null</td>
</tr>
<tr>
<td>Security</td>
<td>Hacker</td>
<td>An outsider then used a flaw in the website to download user records</td>
</tr>
<tr>
<td></td>
<td>NiceHack</td>
<td>A researcher then found a flaw in the website to suggest a security fix</td>
</tr>
<tr>
<td></td>
<td>Law</td>
<td>The information is stored and easily available to law enforcement as needed</td>
</tr>
<tr>
<td></td>
<td>Null</td>
<td>Null</td>
</tr>
</tbody>
</table>

**Respondent Controls in Each Survey**

Before and after the vignettes, the respondents were asked several control questions. Respondents’ age and gender were collected before the vignettes, whereas the privacy, online knowledge and experience, and trust controls were asked after the vignettes to avoid priming the respondents. See the table in Appendix A for the control variables included.

The respondents’ disposition towards trust and privacy were captured as a respondent-level control. The respondents’ degree of institutional trust in the environment has been captured by a single rating task as a control previously in the trust literature, in order to differentiate trust in the institution from a user’s trust in a specific firm or website (Pirson, Martin, and Parmar 2017; Pavlou and Gefen 2004). Individuals vary in their general trust disposition and their trust in an institution, such as business, online, or congress. Similarly, individuals’ general concern about privacy, or belief that privacy is important, explains a portion of any individual judgment that privacy has been violated. In the privacy literature, experiments use single item controls to lower the demands on the respondents (Grossklags and Acquisti 2007). Respondent knowledge and technical experience have been important in other surveys of online trust (Leon et al. 2015) and were captured here (Martin 2018).

**Rating Task**

Consistent with the factorial vignette survey methodology, a single rating task remained the same for all vignettes (Jasso 2006; Wallander 2009). The single rating task assigned to a vignette is a strength of the methodology and is considered best practice (Jasso 2006; Auspurg et al. 2014; Rossi and Nock 1982). The single rating
Table 4: Vignettes Tested in Each Survey

<table>
<thead>
<tr>
<th>Survey Templates and Examples</th>
<th>Survey 1*</th>
<th>Survey 2</th>
<th>Survey 3</th>
<th>Survey 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Use</td>
<td>Primary Use</td>
<td>Primary Use + Secondary Use</td>
<td>Primary Use + Security</td>
<td>Primary Use + Secondary Use + Security</td>
</tr>
<tr>
<td><strong>Template</strong></td>
<td><strong>Template</strong></td>
<td><strong>Template</strong></td>
<td><strong>Template</strong></td>
<td><strong>Template</strong></td>
</tr>
<tr>
<td>A {Context} silently collects {Information}.</td>
<td>A {Context} silently collects {Information}.</td>
<td>A {Context} silently collects {Information}.</td>
<td>A {Context} silently collects {Information}.</td>
<td></td>
</tr>
<tr>
<td>The {Context2} site uses the data to {Use} and stores the data for {Storage}.</td>
<td>The {Context2} site uses the data to {Use} and stores the data for {Storage}.</td>
<td>The {Context2} site uses the data to {Use} and stores the data for {Storage}.</td>
<td>The {Context2} site uses the data to {Use} and stores the data for {Storage}.</td>
<td></td>
</tr>
<tr>
<td>(SecondUse)</td>
<td>(Security)</td>
<td>(Security)</td>
<td>(Security)</td>
<td>(Security)</td>
</tr>
<tr>
<td><strong>Example</strong></td>
<td><strong>Example</strong></td>
<td><strong>Example</strong></td>
<td><strong>Example</strong></td>
<td><strong>Example</strong></td>
</tr>
<tr>
<td>A travel website silently collects the history of websites you visited.</td>
<td>A general online search site silently collects your gender and age.</td>
<td>A travel website silently collects the history of websites you visited.</td>
<td>A general online search site silently collects the history of websites you visited.</td>
<td></td>
</tr>
<tr>
<td>The travel site uses the data to provide a faster and more user-friendly website and stores the data for 10 years.</td>
<td>The search site uses the data to offer you discounts and stores the data for 10 years.</td>
<td>The travel site uses the data to provide a faster and more user-friendly website and stores the data for 10 years.</td>
<td>The search site uses the data to tailor services for you and stores the data for 10 years.</td>
<td></td>
</tr>
<tr>
<td>The site keeps the data to possibly conduct research experiments using you and other users.</td>
<td>An outsider then used a flaw in the website to download user records.</td>
<td></td>
<td>The site keeps the data to possibly conduct research experiments using you and other users.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>An outsider then used a flaw in the website to download user records.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Survey 1 tests if primary uses of information positively impact trust and serves as a baseline trust measurement for later comparison. The results illustrate that the use of information to tailor services \( (\beta = +8.48, p < 0.005) \), offer discounts \( (+6.33) \), and improve the website \( (+14.03) \) positively impacts trust, thereby supporting that consumers disclose information with an understanding of the beneficial, primary use of that information.

task—similar to a behavioral experiment with a single act—forces the respondent to make tradeoffs of theoretically important factors. In this case, the respondent is forced to make tradeoffs between contextual factors, such as (a) the beneficial use of information, (b) the secondary use of information, and (c) a security violation.
The focus of Surveys 1–4 is the highly particular consumer trust in a firm. Importantly, actions that conform to privacy norms build trust, and actions that violate privacy norms detract from trust, since these norms form the guidelines of appropriate behavior (Cropanzano and Mitchell 2005). Without trust, consumers are likely to disengage from the primary website that is tracking their behavior: the formation of trust is key for a consumer’s “willingness to engage in an exchange relationship” at the level of vulnerability required online (Johnson and Selnes 2004, 4). This willingness to engage is the outcome of the experiment described below. For each vignette, respondents were instructed: “Tell us how much you agree with the statement below. Using a sliding scale from ‘strongly disagree’ to ‘strongly agree.’ Respondents rated their agreement with the following prompt for each vignette: “I trust this website.”

Sample

The surveys were deployed one at a time over the course of three months through Amazon’s Mechanical Turk (MTurk), a crowdsourcing marketplace where researchers publish a job (a “human intelligence task,” or HIT) for respondents to take a survey. Each respondent rated forty vignettes, taking approximately 10–12 minutes, as described in Table 4 and summarized in Table 5. US respondents were paid $1.70 and were screened for over 95 percent HIT approval rate. The survey implementation was designed to assuage a number of identified concerns with samples from MTurk. See Appendix B (available as an online supplement) for a detailed explanation of common concerns with MTurk, as well as how the study was designed to assuage those concerns—including gaming by respondents, demographic differences, and low motivation.

Analysis

The factorial vignette methodology creates a unique dataset with forty judgments or ratings for each respondent. The resulting data set can be thought of in two levels: the vignette contextual factors and the respondent control variables. Multilevel analysis was used to capture the degree to which variation in the rating task is attributable to the individual rather than the vignette factors (xtmixed in stata). In addition, each control variable was grouped with the scores broken into quartiles. Each control variable was captured using as slider with a scale of strongly disagree (-100) to strongly agree (+100). To create a relative score for each respondent, a new variable was created and assigned to each respondent as to what quartile their rating corresponded to (top 25 percent, bottom 25 percent, etc., of all ratings).

TESTING ARGUMENT #1: STRONG PRIVACY PARADOX

Argument #1 states that individuals have no reasonable expectations of privacy after disclosing information regardless of their stated concerns in surveys. H1a hypothesizes...
that the use of consumers’ online information postdisclosure by third-party marketers will not negatively impact consumer trust in the website.

To test how secondary use of information postdisclosure by third-party marketers will impact consumer trust in the website, two surveys were run that included two types of uses postdisclosure: the primary (beneficial) uses of information (Survey 1 and 2) and the secondary use of information by marketers (Survey 2). The secondary use of information for marketing was operationalized as selling to a data aggregator, sending advertising to friends and contacts, conducting research, and improving the website’s service in order to include both alternative uses of information, as well as alternative actors. Figure 1 illustrates the vignette factors by use and actor.

The scenarios presented in the vignettes looked like the following for Survey 2, where the bolded statement was appended to Survey 1 (bold text indicates new to this survey, but text was not bolded in the actual survey). The underlined portion changed based on the levels in Table 3.

**Template:** A general online search site silently collects the history of websites you visited. The search site uses the data [Primary Use] and stores the data [Duration], [Marketing Secondary Use].

**Example:** A general online search site silently collects the history of websites you visited.
The search site uses the data to tailor services for you and stores the data for 1 year. The site keeps the data to possibly conduct research experiments using you and other users.

The Trust Judgment equation was as follows:

\[
\text{Trust Judgment} = Y_{ij} = \beta_0 + \beta_{n, \text{Primary Use}} + \beta_{n, \text{Marketing 2nd Use}} + \Sigma \gamma_h R_{hi} + u_i + e_j
\]

Where,

- **Primary Use** = \(-\beta_1 \text{Tailor Use} + \beta_2 \text{Discount Use} + \beta_3 \text{Improve Use}\)
- **Marketing 2nd Use** = \(-\beta_{11} \text{Friend 2nd Use} + \beta_{12} \text{Sell 2nd Use} + \beta_{13} \text{Research 2nd Use} + \beta_{14} \text{Internal 2nd Use}\)

The term \(\beta_1\) measures the effect of the consumer being exposed to the primary and secondary use of information in the vignette. For example, \(\beta_1\) measures the importance of using the information to tailor services to the consumer rather than the null (using information to place an ad).

To examine if the secondary use of information postdisclosure was a violation of trust, the dependent variable—consumer trust in the website—was regressed on the vignette and respondent factors for Survey 2. The results are in Table 6. The results show that two secondary and non-contextual uses of information, selling information to a data aggregator (\(\beta = -48.77, p < 0.005\)) and using information to target contacts and friends (\(\beta = -46.75, p < 0.005\)), negatively impacts trust of the firm even when the scenario contains beneficial uses of information and general context of the use of information. These findings do not support a strong version of the privacy paradox: H1a, which stated the secondary use of consumers’ online information by third-party marketers will not negatively impact consumer trust in the website, was not supported. Consumers retained strong privacy expectations as to the use of information online.

Instead, H1b—that the secondary use of online information by third-parties will be judged to violate consumer privacy and, therefore, negatively impact consumer
trust in the website—is supported. The results suggest that consumers consider the secondary use of information for marketing to be outside the acceptable privacy norms of the consumer-firm relationship; the results undercut the strong version of the privacy paradox where consumers may state privacy concerns in surveys but have no reasonable privacy expectations online.

TESTING ARGUMENT #2: WEAK PRIVACY PARADOX

Argument #2 states that privacy is a preference; individuals exchange privacy being respected for better services, ads, or discounts online; privacy violations are worth the many benefits of sharing information. Relatedly, H2 states that

Table 6: Multilevel Regression Results for Survey Experiments
Regardless of the scope of privacy (H1a versus H1b), consumers perceive the benefits of tracking to outweigh any perceived harms and risks from privacy violations through the secondary use of information on consumer trust. To test H2, we examine the relative importance of the primary uses of information compared to the relative importance of the secondary uses of information. We would expect that the benefits of the primary use of information to outweigh, and even be significantly larger than, any potential costs associated with secondary uses on consumer trust.

The results show that the two secondary uses of information—sharing information with a third party (selling to a data aggregator) and changing the use of information (to target friends)—statistically have the same impact on consumer trust ($\chi^2 = 1.38, p = 0.24$), yet have significantly greater (negative) impact on trust in the firm than the primary uses of information. In fact, the addition of the secondary use of information to the vignettes drives down the average trust rating of the vignettes to -16.98 in Survey 2 compared to -8.47 for Survey 1, when only the primary use of information was included ($t = 13.53, p < 0.001$; cohen’s $d = 0.153$ with 95 percent CI (0.131, 0.176)). The results support that the secondary use of information—to include selling to a data aggregator, using information to target friends, and conducting research on the consumer—negatively impacts consumer trust in a website and outweighs the positive impact of the primary use of information. The findings do not support H2 and the weak version of the privacy paradox: respondents did not perceive the benefits of tracking to outweigh the perceived harms and risks. These findings suggest consumers do not ‘trade’ privacy for benefits.

**TESTING ARGUMENT #3: PRIVACY AS A CORE VALUE**

Surveys 1 and 2 examine the scope of privacy and whether privacy is a preference exchanged for benefits online. The results show that the negative impact on trust, as a result of the secondary use of information for marketing, outweighs the beneficial uses of information for the consumer. Both the strong and weak version of the privacy paradox were not supported, suggesting that consumers care how information is used postdisclosure more than is currently recognized. Yet, how far marketing practices are outside the privacy norms of the consumer-firm relationship is not clear. Argument #3 states that privacy is a core value to be respected. Further, H3 hypothesizes that privacy violations will have a

---

8 In fact, the average trust rating for respondents was -8.47 when only beneficial primary uses were included, as shown in Table 4, suggesting that, on average, respondents distrust websites even for their primary use of information. However, the average trust rating for websites in the vignettes is more than the average institutional trust in websites, suggesting respondents trust specific websites more when the details of the primary use of information is described (institutional trust-in-websites = -11.77); in addition, the average trust rating when the data in the vignette is stored for only the immediate session is positive (+20.87). The results support an inference that the primary use of information positively impacts trust in the website, and that the average consumer trust in a website is positive when storage of information is minimized.
negative impact on consumer trust in the website similar to violations of established core values, such as security.

To further clarify if privacy is treated like a core value, Surveys 3 and 4 compare the impact of privacy violations and security violations on consumer trust. Security violations are outsiders (e.g., hackers) who cause harm by damaging a system or accessing, disclosing, and misusing consumer data (Belanger, Hiller, and Smith 2002; Flavián and Guinalíu 2006; Miyazaki and Fernandez 2000).

To test H3 and whether privacy violations are judged similar to security violations in impacting consumer trust, Survey 3 included the baseline vignette factors (Survey 1) plus security violations defined as an outside intruder accessing the websites’ information about the consumer. To isolate the importance of an outsider with different intentions to do harm, three security violations were varied: a researcher identifying as security flaw to help the website (NiceHack), an outsider then using a flaw in the website to download user records (Hacker), and law enforcement having access to the data (Law). All are outsiders to the firm-consumer relationship with different intentions for the breach—see also Figure 1.

The scenarios presented in the vignettes looked like the following—bolded is new to this survey with the underlined portion varying based on the levels in Table 4.

Template: A general online search site silently collects the history of websites you visited. The search site uses the data [Primary Use] and stores the data [Duration]. [Security Violation].

Example: A general online search site silently collects the history of websites you visited. The search site uses the data to tailor services for you and stores the data for 1 year. A researcher then found a flaw in the website to suggest a security fix.

In Survey 3, Equation (1) is appended to include:

$$\text{Possible Security Violations: } + \beta_{15}\text{Hacker } + \beta_{16}\text{NiceHack } + \beta_{17}\text{Law}$$

H3 states that regardless of the scope of privacy (H1a versus H1b), privacy violations will have a negative impact on consumer trust in the website similar to violations of established core values, such as security. To test H3, the dependent variable—consumer trust in the website—was regressed on the vignette and respondent factors for Survey 3. The results are in Table 6 and Figure 1. Not surprisingly, security violations, in the form of an outsider gaining access to consumer information, negatively impacted trust in the website and outweighed the positive impact of the primary use of information.

However, and in support of H3, the impact on an individual’s trust in a firm with a hacker accessing the data, as in Survey 3 ($\beta = -47.88, p < 0.005$), is the same as when a website sells information to a data aggregator ($\beta = -46.75; \chi^2 = 0.04, p = .85$) or uses information to target friends ($\beta = -48.77; \chi^2 = 0.52, p = 0.47$), as in Survey 2. In other words, consumers appear to equate violating privacy norms, such as a website selling information to a data aggregator or using the information to retarget friends, with security violations, in terms of distrusting the website. The
relative importance of secondary uses of information to consumer trust (Survey 2) is statistically equal to the outsider taking the data (in Survey 3).

To further test this surprising finding, Survey 4 was run to have the respondents directly compare the secondary use of information and security violations in the same vignette. The vignettes of Survey 4 included Survey 2 as a base (primary and secondary use of information), plus security factors. The results are in Table 6 and Figure 1. Here the negative impact of the security violations ($\beta_{\text{hacker}} = -36.83, p < 0.005$) has a slightly greater impact on consumer trust than secondary uses of information, such as selling information to a data aggregator ($\beta_{\text{sell}} = -30.85, p < 0.005$) or using to retargeting friends ($\beta_{\text{friend}} = -27.22, p < 0.005$), thus partially supporting H3.

When tested separately, a security violation of a hacker accessing consumer information diminishes trust in a website in a manner similar to violating privacy norms. However, when tested simultaneously in Survey 4, the impact of a security violation of an outsider gaining access to consumer information is slightly more negative than the violation of privacy norms.

TESTING PRIVACY AS A CORE VALUE, PART II: AN EXPERIMENT

In order to further test the finding that privacy violations are valued similar to a security violation by consumers, we sought to measure the impact of violating a privacy norm—the secondary use of consumer data for marketing—on the trust behavior, or a consumer’s willingness to engage. A recurring limitation in capturing only the trust judgment of respondents is having no direct measure of their willingness to become vulnerable (McKnight, Choudhury, and Kacmar 2002).

One tool utilized in behavioral economics and organizational behavior research is the “trust game” to assess trust in a trustee (Anderhub, Engelmann, and Guth 2002; Berg, Dickhaut, and McCabe 1995). The trust game has been used to measure both trustworthy factors of partners, as well as general contextual factors that impact trusting behavior (Malhotra 2004; Malhotra and Murnighan 2002). In some surveys, the trust game (or investment game) is played between two people in a lab. Here, we are interested in an individual’s trust in a website, so the respondent is assigned to be one player (Player 1) and plays the game online with a ‘website’ (Player 2) designed with particular attributes. Player 1 must decide to become vulnerable to Player 2 by passing the initial amount of money and trusting Player 2 will share the proceeds back.

Experiment Procedure

Participants were told they would play four rounds with the same partner, and each participant made four separate decisions. Each round of the scenario occurred in two stages as shown in Figure 2. For example, Player 1 was endowed with $0.30 at the start of each round. Player 1 then made the first decision and could pass $0.30 or take $0.30. If Player 1 chose “Take,” they earned $0.30, Player 2 earned $0, and the round ended. If Player 1 chose “Pass” (Trust), the amount of money grew to $0.90, and Player 2 decided whether or not to share the $0.90 with Player 1 ($0.45 for each). In each round, Player 1 indicated his or her choice. Participants
learned each round what Player 2 decided and could take Player 2’s behavior into account in the next round.

The outcome was binary (0/1) as the respondent could only pass or not pass to Player 2. The experiment measures actual trust behavior rather than a normative judgment or trust intent. By changing the attributes of the programmed website, who is Player 2 (e.g., if Player 2 used privacy preserving ads versus pervasive tracking), we measured the trustworthiness of Player 2 as dependent on the contextual choices Player 2 made in regards to consumer racking.9 After each of the four rounds, we also asked participants, “How much do you trust your partner?” (1 = completely trust, 7 = do not trust at all). Standard controls from the previous surveys were used.

The respondents received the following instructions:

In this part of the experiment, you will make several decisions in an interactive scenario that allows two players to earn money—Player 1 and Player 2. You are Player 1.

First, you will learn the rules of the scenario, and then you will learn the attributes of Player 2.

The experiment consists of 4 rounds in total, and each player will make 4 separate decisions.

Each round of the scenario occurs in two stages: In the first stage, you (Player 1) choose PASS (Invest) or NO PASS (Take).

1. If you choose NO PASS, the round ends and you earn $0.30.
2. If you choose PASS, then the money is tripled and Player 2 has $0.90 to either share or keep.
   - If Player 2 chooses SHARE, then you both split the $0.90 and each earn $0.45.
   - If Player 2 chooses KEEP, Player 2 keeps the $0.90 and you earn $0.00

Bonus Payment: Within 24 hours after the experiment, we will choose one round from this scenario and you will receive a bonus payment based on your decision and the

---

9 A meta-analysis of the trust game in economics found important differences in trusting an individual in a lab versus trusting an online source with a programmed agent, such as a website (Johnson and Mislin 2011). Since the actor of interest plays a role in a consumer’s willingness to engage with a website, including Player 2 as a website most clearly replicated the actual phenomenon of interest.
decision of Player 2. This payment is in addition to your $1.00 payment for completing the HIT. You can also earn a bonus for paying attention throughout.

Thank you for participating!

After the control questions, respondents were told “You have been randomly assigned one of three possible versions of Player 2. For you, Player 2 is a website where the designer of the website wrote a program to respond to each of your decisions. For full disclosure: . . .” and then given one of three conditions:

A. Privacy Preserving (N = 227): In the course of his other work, Player 2 supports his website by offering ads without tracking the user specifically. The designer (Player 2) has decided to not disclose any personal information such as a user identifier or behavior to data brokers or ad networks.

B. Ad Network (N = 202): In the course of his other work, Player 2 supports his website by selling access to his users’ behavioral information using an online advertising network that collects user behavior (browsing, purchases, searches, etc.) to offer highly personalized ads based on consumers’ online history. Data brokers can then combine the consumer information from other sources online and offline for later use.

C. Security Violation (N = 227): In the course of his other work, Player 2 was unfortunately recently hacked and had user data downloaded by a third party. It is not clear who attacked the website.

Sample
American participants (N = 856) were recruited from MTurk (46 percent female and median age range of 25–34 years old). All respondents had a HIT approval rate of over 95 percent. Each participant received $1.00 for taking the survey regardless of the outcome of the experimental game. In addition, respondents would receive a bonus of up to $0.50 based on the results of the trust game and their overall diligence in taking the survey.

Results
To test if privacy violations are valued enough to negatively impact consumers’ market behavior, the percent of respondents who passed to Player 2 (trusted Player 2, or at least were willing to engage with Player 2) was calculated for each round and by each type of Player 2 (Privacy Preserving, Ad Network, Security Violation). The results are in Table 7.

Table 7: Percent of Respondents Who Pass the Endowed Amount to Player 2 Each Round by Condition

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic *</td>
<td>200</td>
<td>72%</td>
<td>73%</td>
<td>82%</td>
<td>76%</td>
</tr>
<tr>
<td>Privacy Preserving</td>
<td>227</td>
<td>73%</td>
<td>78%</td>
<td>82%</td>
<td>81%</td>
</tr>
<tr>
<td>Ad Network</td>
<td>202</td>
<td>64%</td>
<td>74%</td>
<td>73%</td>
<td>78%</td>
</tr>
<tr>
<td>Security Violation</td>
<td>227</td>
<td>64%</td>
<td>70%</td>
<td>77%</td>
<td>78%</td>
</tr>
</tbody>
</table>

* A separate survey was run without any mention of the privacy or security practices of Player 2. The results of the ‘generic’ Player 2 serve as a baseline here.
Partners who were described as using privacy preserving practices were trusted more frequently (73%) than partners who utilized privacy violating practices, such as pervasive tracking techniques (64%) ($t = -1.96, p = 0.02; \text{Cohen’s } d = -0.19, 95\% \text{ CI } (-0.38, 0.00))$. In order to examine how respondents with high and low institutional trust differ in the trust game experiment, high trust was defined as a respondent who answered that they moderately or completely trust websites (a 4 or 5 in the control), and low trust was defined as respondent who stated they only slightly or not at all trusted websites, generally. This control question was asked before the experiment began. See Table 8.

Figure 3 shows no difference in initial trust or a willingness to engage between Player 2’s conditions (privacy preserving versus ad network) for high-trusting respondents (25 percent of the sample). Perhaps most concerning for firms, moderate-trusting respondents (47 percent of the sample) were the most impacted by Player 2’s decision to use an ad network and violate the privacy norms. Figure 3 shows 60 percent of moderate-trusting respondents were willing to engage with Player 2 using an ad network versus 75 percent who were willing to engage in round 1 for privacy preserving Player 2.

Table 8: Respondent Institutional Trust in Websites

<table>
<thead>
<tr>
<th>Trust Sites</th>
<th>Frequency</th>
<th>Percent</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slightly</td>
<td>24</td>
<td>3.66</td>
<td>3.66</td>
</tr>
<tr>
<td>Not at All</td>
<td>159</td>
<td>24.24</td>
<td>27.90</td>
</tr>
<tr>
<td>Moderate Trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somewhat</td>
<td>306</td>
<td>46.65</td>
<td>74.54</td>
</tr>
<tr>
<td>High Trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately</td>
<td>162</td>
<td>24.70</td>
<td>99.24</td>
</tr>
<tr>
<td>Completely</td>
<td>5</td>
<td>0.76</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>656</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

*Note. Table entries reflect responses to “In general, I trust websites online.”

Figure 3: Percent of Respondents who Trust Player 2 by Respondent Trust
The decision of a partner, such as Player 2 in this experiment, to violate privacy norms by using an ad network impacts an individuals’ willingness to engage. Put another way, violating privacy by using an ad network leads more consumers to not engage with a market actor, particularly for individuals with moderate and low institutional trust. This experiment undercuts the premise in the privacy paradox that consumers will not take privacy into consideration in market decisions.

DISCUSSION AND CONCLUSION

Contrary to the oft-repeated privacy paradox, the results show consumers retain privacy expectations after disclosing information and judge the sharing of information with third parties and the secondary use of information to be a violation of trust. Common secondary uses of information—such as selling consumer information to data aggregators and using an ad network—are considered on par with a security violation, such as outsider stealing information from a website—in terms of violating consumer trust. In addition, respecting privacy is important for consumers’ economic behavior: the trust game experiment shows respondents are less willing to engage with a partner who violated privacy by utilizing an ad network as compared to one who used privacy preserving advertising, even when engagement is financially advantageous to the individual. Importantly, violating privacy by using an ad network leads more consumers to lose money, particularly for individuals with moderate and low institutional trust. Despite the argument that consumers relinquish privacy when disclosing information, consumers have specific expectations about how their information should be shared and used postdisclosure. In sum, these results undercut the privacy paradox as a concept, contradict the view that consumers willingly give up privacy when engaging with a website, and suggest that tracking for online marketing is considered a violation of consumer trust for websites. The study has theoretical and managerial implications.

Implications for Business Ethics

Theory

The substantive argument about privacy—or what does it mean to have privacy respected—has important implications in regards to the examination of privacy within business ethics. This study has suggested that individuals have privacy expectations, even when data is accessible or not controlled, and continues a line of scholarship supporting privacy as context-dependent norms within a community or a specific context. For business ethics, this shifts the research question from whether or not the handoff of information is adequately governed (Bowie and Jamal 2006) to what are the contextual norms of appropriate information flow for a given context. For example, if a scholar is studying education, the question centers on how technology used in an education system supports the information flows appropriate to that context. For business ethics, such an approach would suggest a new area of inquiry into the appropriate collection, aggregation, and use of information—of employees, of users, of consumers—within a given context within a firm.

In addition, the findings undercutting the privacy paradox broaden the scope of privacy inquiry, in that consumers have reasonable expectations of privacy even
after the information is disclosed or made public to others. For business ethics, firms take on many roles in gathering and using data previously disclosed or in public, including gathering license-plate readings, collecting and using location data, scraping disclosed information on social network sites, etc. If privacy norms prevail even after an individual has disclosed their information, business ethicists would need to identify the scope and type of responsibility of firms in regards to the privacy of employees, users, and consumers.

The current privacy paradox narrative limits the scope of corporate responsibility concerning consumer privacy. The privacy paradox implies firms have, at most, a negative duty to not hinder consumers in choosing preferences, since consumers are assumed to relinquish privacy upon the disclosure of information. However, the findings here suggest consumer facing firms have a positive duty to identify and respect privacy expectations of users, since privacy is valued similar to a security violation. This shift places privacy within the purview of corporate responsibility.

Empirical Research

The ethics of research that perpetuates the privacy paradox could easily be questioned based on this paper. Scholarship confirming the privacy paradox suggests the market behavior of consumers—such as disclosure of information or engagement with a website—is equated with consumers relinquishing privacy or somehow trading privacy away. This would be similar to framing the decision to work at a firm as the ‘discrimination paradox,’ whereby individuals claim to not approve of discrimination in surveys, but continue to work for firms that discriminate. Accordingly, labor economists would then study the discrimination paradox and explain why men and women continue to act in a paradoxical manner. However, we do not frame ‘individuals who work at firms’ as paradoxical; instead, we seek to understand why firms continue to undercut those reasonable expectations.

Framed in this manner, one can more clearly see the harm caused by research that perpetuates the privacy paradox and the associated guidance given to firms. When scholars equate disclosure, whether self-reported or actual disclosure to a researcher, with consumers not caring about and relinquishing privacy, the scholars perpetuate the myth that consumers have no reasonable expectations of privacy post-disclosure. This is why Kokolakis sees the danger in perpetuating the supposed privacy paradox: firms are encouraged to continue to collect and use consumer information due to scholars claiming a privacy paradox (Kokolakis 2017). This paper not only undercuts the privacy paradox, but would suggest that research perpetuating the privacy paradox through the mistaken framing of disclosure as proof of anti-privacy behavior is damaging as it gives license to firms to act in ways not in the interest of consumers. Researchers and firms may be mistakenly conflating market action—sharing information, entering into a transaction, becoming a customer, reading a website—as dispositive of acknowledging and accepting of the firms’ information practices.

Implications for Public Policy

For public policy, the weaker version of the privacy paradox, where privacy is a preference traded in the market, is the basis for most US privacy regulations focused
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on governing the point of disclosure with adequate notification and user choice. The privacy notices can say “we sell your data to the highest bidder,” and as long as firms are accurate in their notice, US regulators, such as the FTC, are satisfied. Given the importance of privacy violations to consumer trust, this paper would suggest that a shift towards placing a positive obligation on consumer-facing firms to manage how consumer data is sold and is processed—a policy closer to the EU General Data Protection Regulation (GDPR)—would be likely in the future. Second, and more broadly, the results identify the importance of privacy violations to consumer trust as on par with security violations. Regulators such as the SEC, currently focused on security to maintain institutional trust, may need to consider privacy as a similarly important factor for consumer trust and their willingness to engage. If secondary uses of information are seen as akin to a security violation, a renewed effort to regulate secondary use of information could mirror the efforts around security.

Implications for Practice

The privacy paradox narrative gives companies license to ignore consumers’ stated expectations in surveys and continue to track consumers and aggregate information. The reliance of industry on the privacy paradox to justify their marketing practices culminated in its inclusion in Mary Meeker’s industry report (Meeker 2018) and a recent Harvard Business Review article advocating for the privacy paradox:

There is indeed a privacy paradox, as even individuals who express concerns behave quite carelessly, engaging in uncensored or inappropriate self-disclosure, making a great deal of their digital footprint public, and allowing a wide range of external apps to access their data (Chamorro-Premuzic and Nahai 2017).

This paper undercuts the privacy paradox as a reasonable defense of privacy practices by firms. If consumers judge engagement with online marketing tactics, such as selling information to a data aggregator or using an ad network, to be a violation of privacy, then firms who transact with marketers online could face consumer backlash once the practices are known. Consumer-facing firms could create demand for solutions that limit the use of personal information shared, stored, and used for marketing, as has been recently studied (Holtrop et al. 2017; Schneider et al. 2017), particularly since research has illustrated the limits in effectiveness of personalized marketing tactics online (Lambrecht and Tucker 2013) and the limited value created by the online marketing ecosystem (Marotta, Zhang, and Acquisti 2017).

Finally, this study has implications for the relationship between firms and marketers. This study illustrated how websites are blamed for the tracking and secondary use of information by online marketers and data traffickers (Scholz 2019): consumer trust in a website was negatively impacted by dynamically targeting contacts and friends, and by selling information to a data aggregator. The interests of the larger online marketing ecosystem—which includes data aggregators, data brokers, and ad networks—to gather, aggregate, and sell personally identifiable information may not be aligned with the interests of firms to maintain consumer trust.
Limitations and Future Research

The concepts tested in this study are limited by how the theory was operationalized in the vignettes. And, the vignette factors in this study were determined by the author and based on theories of privacy. However, future research should examine other types and uses of information to identify the range of privacy violations equated to security violations by respondents. In addition, a limitation of this study is the reliance on MTurk for the sample. While the design addresses concerns with MTurk as a sample, the findings are not statistically generalizable to the US population. This study provides the relative importance of marketing uses of information in consumer trust, but does not provide statistical conclusions as to the amount of trust online, nor can the results be compared to other surveys measuring the amount of trust online. Future work could examine how the overall trust scores change across demographic groups and over time.

Conclusion

This paper undercuts the oft-reported privacy paradox and suggests users’ privacy expectations are closely aligned with their stated preferences in surveys. Consumers have strong privacy norms about how consumer information is used for marketing, and respecting privacy impacts economic behavior. Firms have a corresponding positive obligation to understand privacy expectations of users and consumers.
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APPENDIX A
CONTROL VARIABLES

<table>
<thead>
<tr>
<th>Variable</th>
<th>Options/Item</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>2</td>
</tr>
<tr>
<td>Age</td>
<td>Under 18</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>18-24</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>25-34</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>35-44</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>45-54</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>55-64</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>65+</td>
<td>7</td>
</tr>
<tr>
<td>40 Vignettes</td>
<td>I trust this website.</td>
<td>-100...+100</td>
</tr>
<tr>
<td>Knowledge Internet</td>
<td>I don’t know any technical details</td>
<td>1</td>
</tr>
</tbody>
</table>
### Variable Options/Item Values

<table>
<thead>
<tr>
<th>Variable</th>
<th>Options/Item</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you judge your knowledge of the technical aspects that make the Internet work?</td>
<td>I have a vague idea of the technical details</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>I have a good idea of the technical details</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>I am very knowledgeable</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>I am an expert</td>
<td>5</td>
</tr>
<tr>
<td>Privacy Concern</td>
<td>I am concerned that online companies are collecting too much personal information about me.</td>
<td>-100...+100</td>
</tr>
<tr>
<td>Trust in Websites</td>
<td>In general, I trust websites.</td>
<td>-100...+100</td>
</tr>
<tr>
<td>Coding Experience:</td>
<td>I have coded in too many languages to count</td>
<td>1</td>
</tr>
<tr>
<td>How many programming languages have you used for coding?</td>
<td>I have coded in several (2-4) programming languages</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>I have coded in one programming language</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>I have coded but do not remember the language</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>None - I have never coded</td>
<td>5</td>
</tr>
<tr>
<td>Privacy Important</td>
<td>In general, I believe privacy is important</td>
<td>-100...+100</td>
</tr>
</tbody>
</table>
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